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1st CHANGE
[bookmark: _Toc27846858][bookmark: _Toc36187989][bookmark: _Toc45183893][bookmark: _Toc47342735][bookmark: _Toc51769436][bookmark: _Toc83301986][bookmark: _Toc75440850]5.27.1	Time Synchronization
[bookmark: _Toc20150060][bookmark: _Toc27846859][bookmark: _Toc36187990][bookmark: _Toc45183894][bookmark: _Toc47342736][bookmark: _Toc51769437][bookmark: _Toc83301987][bookmark: _Toc75440851]5.27.1.1	General
For supporting time synchronization service, the 5GS is configured to operate in one or multiple PTP instances and to operate in one of the following modes (if supported) for each PTP instance:
1)	as time-aware system PTP relay instance as described in IEEE Std 802.1AS [104],
2)	as Boundary Clock as described in IEEE Std 1588 [126], provisioned by the profiles supported by this 3GPP specification including SMPTE Profile for Use of IEEE Std 1588 [126] Precision Time Protocol in Professional Broadcast Applications ST 2059-2:2015 [127];
NOTE 1:	Via proper configuration of the IEEE Std 1588 [126] data set members, the 5G internal system clock can become the time source for the PTP grandmaster function for the connected networks in the case of mode 1 and mode 2.
NOTE 2:	In some cases where the 5G internal system clock is the time source for the PTP grandmaster function for the connected networks, it might not be required for the UE to receive gPTP or PTP messages over user plane. The UE and DS-TT uses the 5G timing information and generates the necessary gPTP or PTP message for the end station if needed (this is implementation specific).
3)	as peer-to-peer Transparent Clock as described in IEEE Std 1588 [126], provisioned by the profiles supported by this 3GPP specification including SMPTE Profile for Use of IEEE Std 1588 Precision Time Protocol in Professional Broadcast Applications ST 2059-2:2015 [127]; or
4)	as end-to-end Transparent Clock as described in IEEE Std 1588 [126], provisioned by the profiles supported by this 3GPP specification including SMPTE Profile for Use of IEEE Std 1588 Precision Time Protocol in Professional Broadcast Applications ST 2059-2:2015 [127].
NOTE 3:	When the GM is external, the operation of 5GS as Boundary Clock assumes that profiles that are supported by the 5GS allows the exemption specified in clauses 9.5.9 and 9.5.10 of IEEE Std 1588 [126] where the originTimestamp (or preciseOriginTimestamp in case of two-step operation) is not required to be updated with the syncEventEgressTimestamp (and a Local PTP Clock locked to the external GM). As described in clause 5.27.1.2.2, only correctionField is updated with the5GS residence time and link delay, in a similar operation as specified by IEEE Std 802.1AS [104].
The configuration of the time synchronization service in 5GS for option 1 by TSN AF and CNC is described in clause 5.28.3, and for options 1-4 by AF and NEF or TSCTSF in clause 5.27.1.8 and clause 5.28.3.
The 5GS shall be modelled as an IEEE Std 802.1AS [104] or IEEE Std 1588 [126] compliant entity based on the above configuration.
The DS-TT and NW-TT at the edges of the 5G system may support the IEEE Std 802.1AS [104] or other IEEE Std 1588 [126] profiles' operations respective to the configured mode of operation. The UE, gNB, UPF, NW-TT and DS- TTs are synchronized with the 5G GM (i.e. the 5G internal system clock) which shall serve to keep these network elements synchronized. The TTs located at the edge of 5G system fulfil some functions related to IEEE Std 802.1AS [104] and may fulfil some functions related to IEEE Std 1588 [126], e.g. (g)PTP support and timestamping. Figure 5.27.1-1 illustrates the 5G and PTP grandmaster (GM) clock distribution model via 5GS.


Figure 5.27.1-1: 5G system is modelled as PTP instance for supporting time synchronization
Figure 5.27.1-1 depicts the two synchronizations systems considered: the 5GS synchronization and the (g)PTP domain synchronization.
-	5G Clock synchronization: Used for NG RAN synchronization and also distributed to the UE. 5G Clock synchronization over the radio interface towards the UE is specified in TS 38.331 [28].
-	(g)PTP domain synchronization: Provides synchronization service to (g)PTP network. This process follows IEEE Std 802.1AS [104] or IEEE Std 1588 [126].
The two synchronization processes can be considered independent from each other and the gNB only needs to be synchronized to the 5G GM clock.
The 5GS supports two methods for determining the grandmaster PTP Instance and the time-synchronization spanning tree.
-	Method a), BMCA procedure.
-	Method b), local configuration.
This is further described in clause 5.27.1.6.
2nd CHANGE
[bookmark: _Toc20150063][bookmark: _Toc27846862][bookmark: _Toc36187993][bookmark: _Toc45183897][bookmark: _Toc47342739][bookmark: _Toc51769440][bookmark: _Toc83301990]5.27.1.2.2	Distribution of grandmaster clock and time-stamping
5.27.1.2.2.1	Distribution of gPTP Sync and Follow_Up messages
The mechanisms for distribution of TSN GM clock and time-stamping described in this clause are for the PTP relay instance according to IEEE Std 802.1AS [104].
NOTE 1:	It means Externally-observable behaviour of the 5GS bridge needs to comply with IEEE Std 802.1AS [104].
For downlink Time Synchronization, upon reception of a downlink gPTP message the NW-TT makes an ingress timestamping (TSi) for each gPTP event (Sync) message and uses the cumulative rateRatio received inside the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) to calculate the link delay from the upstream TSN node (gPTP entity connected to NW-TT) expressed in TSN GM time as specified in IEEE Std 802.1AS [104]. NW-TT then calculates the new cumulative rateRatio (i.e. the cumulative rateRatio of the 5GS) as specified in IEEE Std 802.1AS [104] and modifies the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) as follows:
-	Adds the link delay from the upstream TSN node in TSN GM time to the correction field.
-	Replaces the cumulative rateRatio received from the upstream TSN node with the new cumulative rateRatio.
-	Adds TSi in the Suffix field of the gPTP packet as described in clause H.2.
The UPF/NW-TT uses the domainNumber and sdoId in the received gPTP message to assign the gPTP message to a PTP relay instance in the NW-TT. The UPF/NW-TT then forwards the gPTP message from TSN network to the PTP ports in DS-TT(s) in Master state within this PTP relay instance via PDU sessions terminating in this UPF that the UEs have established to the TSN network. All gPTP messages are transmitted on a QoS Flow that complies with the residence time upper bound requirement specified in IEEE Std 802.1AS [104].
NOTE 2:	The sum of the UE-DS-TT residence time and the PDB of the QoS Flow needs to be lower than the residence time upper bound requirement for a time-aware system PTP relay instance specified in IEEE Std 802.1AS [104].
NOTE 3:	If the PTP port in DS-TT is in a Slave state, and a PTP port in another DS-TT is in Master state, then the sum of the residence time for these two PDU Sessions calculated as above needs to be lower than the residence time upper bound requirement for a time-aware systemPTP relay instance specified in IEEE Std 802.1AS [104].
A UE receives the gPTP messages and forwards them to the DS-TT. The DS-TT then creates egress timestamping (TSe) for the gPTP event (Sync) messages for external TSN working domains. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this gPTP message expressed in 5GS time. The DS-TT then uses the rateRatio contained inside the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) to convert the residence time spent within the 5GS in TSN GM time and modifies the payload of the gPTP message that it sends towards the downstream TSN node (gPTP entity connected to DS-TT) as follows:
-	Adds the calculated residence time expressed in TSN GM time to the correction field.
-	Removes Suffix field that contains TSi.
If the ingress DS-TT has indicated support of the IEEE Std 802.1AS [104] PTP profile as described in clause K.2.1 and the network has configured a PTP relay instance with the IEEE Std 802.1AS [104] PTP profile for the ingress DS-TT, the ingress DS-TT performs the following operations for received UL gPTP messages for the PTP relay instance:
-	Adds the link delay from the upstream TSN node (gPTP entity connected to DS-TT) in TSN GM time to the correction field.
-	Replaces the cumulative rateRatio received from the upstream TSN node (gPTP entity connected to DS-TT) with the new cumulative rateRatio.
-	Adds TSi in the Suffix field of the gPTP packet.
The UE transparently forwards the gPTP message from DS-TT to the UPF/NW-TT. If the ingress DS-TT port is in Passive state, the UPF/NW-TT discards the gPTP messages. If the ingress DS-TT port is in Slave state, the UPF/NW-TT forwards the gPTP messages as follows:
-	In the case of synchronizing end stations behind NW-TT, the egress port is in UPF/NW-TT. For the received UL gPTP messages, the egress UPF/NW-TT performs the following actions:
-	Adds the calculated residence time expressed in TSN GM to the correction field.
-	Removes Suffix field that contains TSi.
-	In the case of synchronizing TSN end stations behind DS-TT, the egress TT is DS-TT of the other UE, and the UPF/NW-TT uses the port number of the receiving DS-TT, and domainNumber and sdoId in the received gPTP message to assign the gPTP message to a PTP relay instance in the NW-TT. The UPF/NW-TT then forwards the received UL gPTP message to the PTP ports in DS-TT(s) in Master state within this PTP relay instance. The egress DS-TT performs same actions as egress UPF/NW-TT in previous case.
3rd CHANGE
5.27.1.2.2.2	Distribution of PTP Sync and Follow_Up messages
This clause applies if DS-TT and NW-TT support distribution of PTP Sync and Follow_Up messages for a PTP instance with the type of Boundary Clock or Transparent Clock. PTP support by DS-TT and NW-TT may be determined as described in clause K.2.1.
The mechanisms for distribution of PTP GM clock and time-stamping described in this clause are according to IEEE Std 1588 [126] for Transparent clock and for the case of Boundary clock when the GM is external, where the originTimestamp (or preciseOriginTimestamp) is not updated by the 5GS as described by the exemption in clause 5.27.1.1. If the 5GS acts as the GM with a PTP instance type Boundary clock, then the 5GS updates the originTimestamp (or preciseOriginTimestamp in case of two-step operation) with the 5GS internal clock, as described in clause 5.27.1.7.
NOTE 1:	This means externally-observable behaviour of the PTP instance in 5GS needs to comply with IEEE Std 1588 [126].
Upon reception of a PTP event message from the upstream PTP instance, the ingress TT (i.e. NW-TT or DS-TT) makes an ingress timestamping (TSi) for each PTP event (i.e. Sync) message.
The PTP port in the ingress TT measures the link delay from the upstream PTP instance as described in clause H.4.
The PTP port in the ingress TT modifies the PTP message payload (carried within Sync message for one-step operation or Follow_Up message for two-step operation) as follows:
-	(if the PTP port in the ingress TT has measured the link delay) Adds the measured link delay from the upstream PTP instance in PTP GM time to the correction field.
-	(if the PTP port in the ingress TT has measured the link delay and rateRatio is used) Replaces the cumulative rateRatio received from the upstream PTP instance with the new cumulative rateRatio.
-	Adds TSi in the Suffix field of the PTP message as described in clause H.2.
NOTE 2:	If the 5GS is configured to use the Cumulative frequency transfer method for synchronizing clocks as described in clause 16.10 in IEEE Std 1588 [126], i.e. when the cumulative rateRatio is measured, then the PTP port in the ingress TT uses the cumulative rateRatio received inside the PTP message payload (carried within Sync message for one-step operation or Follow_Up message for two-step operation) to correct the measured link delay to be expressed in PTP GM time as specified in IEEE Std 1588 [126]. The PTP port in the ingress TT then calculates the new cumulative rateRatio (i.e. the cumulative rateRatio of the 5GS) as specified in IEEE Std 1588 [126].
NOTE 3:	If 5GS acts as an end-to-end Transparent Clock, since the end-to-end Transparent Clock does not support peer-to-peer delay mechanism, only the residence time spent within the 5GS in 5G GM time is used to update the correction field of the received PTP Sync or Follow_Up message.
The PTP port in the ingress TT then forwards the PTP message to the UPF/NW-TT. The UPF/NW-TT further distributes the PTP message as follows:
-	If the 5GS is configured to operate as a Boundary Clock as described in IEEE Std 1588 [126], the UPF/NW-TT uses the port number of the receiving DS-TT (if the ingress TT is DS-TT), and domainNumber and sdoId in the received PTP message to assign the PTP message to a Boundary Clock type PTP instance in the NW-TT. The UPF/NW-TT then regenerates the Sync messages based on the received Sync messages for the PTP ports in Master state in NW-TT and DS-TT(s) within this Boundary Clock type PTP instance. The NW-TT/UPF forwards the regenerated Sync messages to the PDU session(s) related to the Master ports in the DS-TT(s) within this Boundary Clock type PTP instance.
-	If the 5GS is configured to operate as a Transparent Clock as described in IEEE Std 1588 [126], the UPF/NW-TT uses the port number of the receiving DS-TT (if the ingress TT is DS-TT), and domainNumber and sdoId in the received PTP message to assign the PTP message to a Transparent Clock type PTP instance in the NW-TT. The UPF/NW-TT then forwards the received Sync messages to PTP ports in DS-TT(s) within this Transparent Clock type PTP instance via all PDU Sessions terminating to this UPF, and to NW-TT ports within this Transparent Clock type PTP instance, except toward the ingress PTP port in the ingress TT.
NOTE 4:	If 5GS acts as a Transparent Clock, the NW-TT or DS-TT needs not to keep track of the PTP GM time. The 5GS does not maintain the PTP port states; the ingress PTP messages received on a PTP Port are retransmitted on all other PTP Ports of the Transparent Clock subject to the rules of the underlying transport protocol.
NOTE 5:	Due to the exemption described in clause 5.27.1.1, when the PTP instance in 5GS is configured to operate as a Boundary Clock, the 5GS does not need to synchronize its Local PTP Clock to the external PTP grandmaster. The PTP instance in 5GS measures the link delay and residence time and communicates these in a correction field. The externally observable behaviour of 5GS still conforms to the specifications for a Boundary Clock as described in IEEE Std 1588 [126].
The PTP port in the egress TT then creates egress timestamping (TSe) for the PTP event (i.e. Sync) messages for external PTP network. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this PTP message expressed in 5GS time.
The PTP port in the egress TT then uses the rateRatio contained inside the PTP message payload (if available, carried within Sync message for one-step operation or Follow_Up message for two-step operation) to convert the residence time spent within the 5GS in PTP GM time.
The PTP port in the egress TT modifies the payload of the PTP message that it sends towards the downstream PTP instance as follows:
-	Adds the calculated residence time to the correction field (Sync message for one-step operation or Follow_Up message for two-step operation).
-	Removes Suffix field of the PTP message that contains TSi.
NOTE 6:	If 5GS acts as an end-to-end Transparent Clock, since the end-to-end Transparent Clock does not support peer-to-peer delay mechanism, only the residence time spent within the 5GS in 5G GM time is used to update the correction field of the received PTP event (e.g. Sync or Follow_Up) message.

[bookmark: _Toc83301991]4th CHANGE
5.27.1.3	Support for multiple (g)PTP domains and multiple PTP instances
This clause describes support for multiple domains for gPTP and PTP and for GM clocks connected to the PTP instances in DS-TT and NW-TT and only applies if DS-TT and NW-TT support the related functionality. PTP support and support of gPTP for GM clocks connected to DS-TT by DS-TT and NW-TT may be determined as described in clause K.2.1.
Each (g)PTP domain sends its own (g)PTP messages. The (g)PTP message carries a specific PTP "domainNumber" that indicates the time domain they are referring to. The PTP port in ingress TT makes ingress timestamping (TSi) for the (g)PTP event messages of all matching domains and forwards the (g)PTP messages of all matching domains to the egress TT as specified in clause 5.27.1.2.2.
The PTP port in the egress TT receives the original PTP GM clock timing information and the corresponding TSi via (g)PTP messages for one or morethe matching (g)PTP domains. The PTP port in the egress TT then makes egress timestamping (TSe) for the (g)PTP event messages for every (g)PTP domain. Ingress and egress time stamping are based on the 5G system clock at NW-TT and DS-TT.
NOTE 1:	An end-station can select PTP timing information of interest based on the "domainNumber" in the (g)PTP message.
The 5GS can be configured to operate in multiple PTP instances for the same (g)PTP domain or different (g)PTP domains as described in clause 5.27.1.1 and 5.27.1.4. If the same (g)PTP domain is used by multiple PTP instances, the different ingress port number is used to identify the different PTP instances as described in clause 5.27.1.2.2. 
The process described in clause 5.27.1.2.2 is thus repeated for the PTP instance in each (g)PTP domain between a DS-TT and the NW-TT it is connected to.
NOTE 2:	If all matching (g)PTP domains can be made synchronous and the synchronization can be provided by the 5G clock, the NW-TT or DS-TT(s) generates the (g)PTP event messages of all matching domains using 5G clock as described in clause 5.27.1.7.
NOTE 3:	This Release of the specification supports multiple (g)PTP domains as defined in IEEE Std 802.1AS [104] and IEEE Std 1588 [126]. If a 5GS TSN bridge supports stream gates and/or transmission gates as defined in IEEE Std 802.1Q [98], then they operate based on a single given gPTP domain.
5th CHANGE
[bookmark: _Toc83301992]5.27.1.4	DS-TT and NW-TT Time Synchronization functionality
This clause describes the support of Time Synchronization functionality supported by the 5G System. Synchronization between UPF/NW-TT and NG-RAN is outside scope of 3GPP.
DS-TT and NW-TT may support the PTP instances with the following PTP instance types:
-	Boundary Clock as defined in IEEE Std 1588 [126] as described in clause 5.27.1.1;
-	End-to-End Transparent Clock as defined in IEEE Std 1588 [126] as described in clause 5.27.1.1;
-	Peer-to-Peer Transparent Clock as defined in IEEE Std 1588 [126] as described in clause 5.27.1.1;
-	PTP Relay instance as defined in IEEE Std 802.1AS [104].
Editor's note:	Support for external networks operating with IEEE Std 1588-2008 [107] is for further study.
DS-TT and NW-TT may support the PTP instances with the following transports for PTP:
-	IPv4 as defined in IEEE Std 1588 [126] Annex C;
-	IPv6 as defined in IEEE Std 1588 [126] Annex D;
-	IEEE Std 802.3 [131] (Ethernet) as defined in IEEE Std 1588 [126] Annex E.
For operation as a Boundary clock or as a Transparent Clock, DS-TT and NW-TT may support the following path and link delay measurement methods:
-	Delay request-response mechanism as described in clause 11.3 of IEEE Std 1588 [126];
-	Peer-to-peer delay mechanism as defined in clause 11.4 of IEEE Std 1588 [126].
DS-TT and NW-TT may support acting as a PTP grandmaster, i.e. may support generating (g)PTP Announce, Sync and Follow_Up messages. DS-TT and NW-TT supporting (g)PTP shall support one or more PTP profiles as described in clause 20.3 of IEEE Std 1588 [126],  i.e.:
-	Default PTP Profiles in IEEE Std 1588 [126], Annex I;
-	IEEE Std 802.1AS [104] PTP profile for transport of timing as defined in IEEE Std 802.1AS [104] Annex F;
-	SMPTE Profile for Use of IEEE Std 1588 [126] Precision Time Protocol in Professional Broadcast Applications ST 2059-2:2015 [127].
TSN AF and TSCTSF may determine the PTP functionalities supported by DS-TT and NW-TT and may configure PTP instances in DS-TT and NW-TT using port and user plane node management information exchange as described in Annex K, clause K.2.
6th CHANGE
[bookmark: _Toc83301993]5.27.1.5	Detection of (g)PTP Sync and Announce timeouts
The procedure described in this clause is applicable when the PTP instance in 5GS is configured to operate as a time-aware systemPTP relay instance or as a Boundary Clock, and the PTP grandmaster is external to the 5GS, and the BMCA procedure (Method a) is used as described in clause 5.27.1.6.
The NW-TT processes Announce messages according to IEEE Std 1588 [126].
In particular, the NW-TT shall compute and maintain the time when the Announce and Sync timeout events occur for the PTP port in a Slave state. When the 5GS is configured to operate as a time-aware systemPTP relay instance, the NW-TT shall determine the Sync and Announce message interval for the PTP Port at the other end of the link to which the Slave PTP Port in 5GS is attached, as described in IEEE Std 802.1AS [104]. When the 5GS is configured to operate as a Boundary Clock, the NW-TT shall determine Announce interval based on the configuration of the Slave port in 5GS, as described in IEEE Std 1588 [126].
The configuration of PTP instances in DS-TT and NW-TT for Sync and Announce timeouts is described in clause K.2. Upon detection of the Sync or Announce timeout event, the NW-TT shall re-evaluate the DS-TT and NW-TT port states as described in clause 5.27.1.6.
NOTE:	TSN AF or TSCTSF can use the portDS.portState in the "Time synchronization information for each DS-TT port" element in UMIC to read and get notified for the port state changes for the PTP ports in DS-TT(s), and the portDS.portState in PMIC to read and get notified for the port state changes for the PTP ports in NW-TT.
7th CHANGE
[bookmark: _Toc83301994]5.27.1.6	Distribution of Announce messages and best master clock selection
The procedure described in this clause is applicable if DS-TT and NW-TT support operating as a Boundary Clock described in IEEE Std 1588 [126] or as a time-aware systemPTP relay instance (support of the IEEE 802.1AS [104] PTP profile) and when the PTP instance in 5GS is configured to operate as a time-aware system PTP relay instance or as a Boundary Clock. Whether DS-TT/NW-TT support operating as a Boundary Clock or as a time-aware systemPTP relay instance may be determined as described in clause K.2.1.
The externally-observable behaviour of the Announce message handling by 5GS needs to comply with IEEE Std 802.1AS [104] or IEEE Std 1588 [126], respective to the configured mode of operation.
The DS-TT forwards the received Announce messages to NW-TT over User plane. The NW-TT port forwards the received Announce messages from N6 interface to NW-TT.
The NW-TT maintains the PTP port state for each DS-TT port and NW-TT port. The PTP port states may be determined by NW-TT either via:
-	Method a), BMCA procedure.
-	Method b), local configuration.
When Method b) is used, the following applies:
-	When the PTP GM is external to the 5GS, for one of the NW-TT or DS-TT ports (per each PTP domain) the PTP port state is Slave and for all other NW-TT and DS-TT ports of the same PTP domain the PTP port state is set either to Passive or Master (depending on implementation).
-	When the 5GS is configured as a grandmaster for a (g)PTP domain for the connected networks, all NW-TT ports and DS-TT ports are set to Master state for that (g)PTP domain.
The local configuration of PTP port states in DS-TT and NW-TT for Method b is described in clause K.2.
When the Method a) is used (PTP port states are determined by BMCA procedure), the NW-TT needs to process the received Announce messages (from NW-TT port(s) and over user plane from the DS-TT(s)) for BMCA procedure, determine port states within the 5GS, and maintain the Master-Slave hierarchy.
When the 5GS Clock is determined as a grandmaster for a (g)PTP domain, the Announce messages are distributed as described in clause 5.27.1.7.
When the grandmaster is external to the 5GS, the NW-TT regenerates the Announce messages based on the Announce messages received from Slave port in NW-TT or DS-TT for the Master ports in NW-TT and DS-TT(s). The NW-TT/UPF forwards the regenerated Announce messages to the PDU session(s) related to the Master ports in the DS-TT(s).
NOTE:	The TSN AF or TSCTSF can use the portDS.portState in the "Time synchronization information for each DS-TT port" element in UMIC to read and get notified for the port state changes for the PTP ports in DS-TT(s), and the portDS.portState in PMIC to read and get notified for the port state changes for the PTP ports in NW-TT. Based on the change of the port states, TSN AF or TSCTSF can determine that an external Grandmaster PTP Instance is found to be used instead of the GM in 5GS, or the GM in 5GS is selected as the Grandmaster PTP Instance, and TSN AF or TSCTSF can disable or enable the (g)PTP grandmaster functionality in DS-TT(s), respectively.
[bookmark: _Toc83301995]8th CHANGE
5.27.1.7	Support for PTP grandmaster function in 5GS
The 5GS that is configured to operate as a time-aware systemPTP relay instance or Boundary Clock may support acting as a PTP grandmaster for a (g)PTP domain.
The configuration of PTP instances in DS-TT and NW-TT for PTP grandmaster function is described in clause K.2.
The following options may be supported (per DS-TT) for the 5GS to generate the Sync, Follow_Up and Announce messages for the Master ports on the DS-TT:
a)	NW-TT generates the Sync, Follow_Up and Announce messages on behalf of DS-TT (e.g. if DS-TT does not support this).
	The NW-TT/UPF forwards the generated Sync, Follow_Up and Announce messages to the PDU session(s) related to the Master ports on the DS-TT(s). The NW-TT timestamps the (g)PTP event message when the event message is sent to the PDU Session, and adds TSi corresponding to the timestamp to the Sync message and the OriginTimestamp corresponding to the timestamp to Sync message (if one-step operation is used) or PreciseOriginTimestamp corresponding to the timestamp to Follow_Up message (if two-step operation is used), and sets the cumulative rateRatio value with 1. The OriginTimestamp or PreciseOriginTimestamp shall be set by NW-TT/UPF to the 5GS internal clock.
	When DS-TT(s) receive the Sync, Follow_Up messages, it modifies the payload of the Sync, Follow_Up message as described for the PTP port in the egress TT in clause 5.27.1.2.2.2.
b)	DS-TT generates the Sync, Follow_Up and Announce messages in this DS-TT. The OriginTimestamp or PreciseOriginTimestamp shall be set by DS-TT to the 5GS internal clock.
In both options, the NW-TT generates the Sync, Follow_Up and Announce messages for the Master ports on the NW-TT.
9th CHANGE
[bookmark: _Toc83302355]H.4	Path and Link delay measurements
The procedure described in this clause is applicable if DS-TT and NW-TT support operating as a boundary clock or as a time-aware systemPTP relay instance or as peer to peer Transparent Clock, and when the PTP instance in 5GS is configured to operate as a time-aware systemPTP relay instance or as a Boundary Clock or as peer to peer Transparent Clock. Whether DS-TT/NW-TT support operating as a boundary clock or as a time-aware systemPTP relay instance or as peer to peer Transparent Clock (support of the IEEE Std 802.1AS [104] PTP profile) may be determined as described in clause K.2.1.
PTP ports in DS-TT and NW-TT may support the following delay measurement mechanisms:
-	Delay request-response mechanism as described in clause 11.3 of IEEE Std 1588 [126];
-	Peer-to-peer delay mechanism as defined in clause 11.4 of IEEE Std 1588 [126];
-	Common Mean Link Delay Service.
Depending on the measurement mechanisms supported by DS-TT and NW-TT as well as the configured clock mode of 5GS, the PTP ports in DS-TT and NW-TT are configured as follows:
-	PTP ports configured to operate as a time-aware systemPTP relay instance according to IEEE Std 802.1AS [104] may be configured to use the peer-to-peer delay mechanism or Common Mean Link Delay Service;
-	PTP ports configured to operate as a Boundary Clock according to IEEE Std 1588 [126] may be configured to use the delay request-response mechanism, the peer-to-peer delay mechanism or Common Mean Link Delay Service.
PTP ports in 5GS configured to operate as a peer-to-peer Transparent Clock according to IEEE Std 1588 [126] shall use the peer-to-peer delay mechanism.
PTP ports in 5GS configured to operate as an end-to-end Transparent Clock according to IEEE Std 1588 [126] do not actively participate in path and link measurements mechanisms but shall calculate and add residence time and delay asymmetry information to PTP messages as defined in clause 10.2.2 of IEEE Std 1588 [126].
If DS-TT and NW-TT support operating as an end-to-end Transparent Clock, then the residence time for one-step operation as an end-to-end Transparent Clock is calculated as follows:
-	Upon reception of a PTP Delay_Req message from the upstream PTP instance, the ingress TT (i.e. NW-TT or DS-TT) makes an ingress timestamping (TSi) for the message.
-	The ingress timestamp is conveyed to the egress TT via the PDU Session as described in clause H.2.
-	The PTP port in the egress TT then creates egress timestamping (TSe) for the PTP message for external PTP network. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this PTP message expressed in 5GS time.
-	The PTP port in the egress TT modifies the payload of the PTP Delay_Req message that it sends towards the downstream PTP instance as follows:
-	Adds the calculated residence time to the correction field.
-	Removes Suffix field that contains TSi.
If DS-TT and NW-TT support operating as an end-to-end Transparent Clock, then the residence time for two-step operation as an end-to-end Transparent Clock is calculated as follows:
-	Upon reception of a PTP Delay_Req message from the upstream PTP instance, the ingress TT (i.e. NW-TT or DS-TT) makes an ingress timestamping (TSi) for the message.
-	The ingress timestamp is conveyed to the egress TT via the PDU Session as described in clause H.2.
-	The PTP port in the egress TT then creates egress timestamping (TSe) for the PTP message for external PTP network. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this PTP message expressed in 5GS time. The egress TT then stores the calculated residence time and removes Suffix field that contains Tsi before sending the PTP Delay_Req message towards the downstream PTP instance.
-	Upon reception of the PTP Delay_Resp message associated with the PTP Delay_Req, the egress TT for the PTP Delay_Req message (i.e. the ingress TT for the PTP Delay_Resp message) modifies the payload of the PTP Delay_Resp message that it sends towards the ingress TT of the PTP Delay_Req message (i.e. egress TT for the PTP Delay_Resp message) as follows:
-	Adds the (previously stored) calculated residence time to the correction field.

[bookmark: _Toc83302365]10th CHANGE
K.2.2.2	Configuration for Sync and Announce reception timeouts
The NW-TT shall be able to determine the timeout of the reception of (g)PTP Announce (when the 5GS operates as a time-aware systemPTP relay instance or Boundary Clock) and gPTP Sync messages (when the 5GS operates as time-aware systemPTP relay instance). To enable this, the TSCTSF or TSN AF shall configure the NW-TT for the following Port Management Information via PMIC for each PTP port in NW-TT and DS-TT:
	portDS.announceReceiptTimeout (for time-aware systemPTP relay instance and Boundary Clock);
	portDS.syncReceiptTimeout (for time-aware systemPTP relay instance);
	portDS.logAnnounceInterval (for Boundary Clock).

11th CHANGE
[bookmark: _Toc83302368]K.2.2.5	Configuration for Sync and Announce intervals
The TSN AF or TSCTSF uses the values in portDS.logSyncInterval (for Boundary Clock) or portDS.initialLogSyncInterval, portDS.useMgtSettableLogSyncInterval and portDS.mgtSettableLogSyncInterval (for time-aware systemPTP relay instance) to configure the interval for the Sync messages (per PTP port) as described in IEEE Std 1588 [126] or IEEE Std 802.1AS [104], respectively. The TSCTSF or TSN AF configures those values as follows:
-	TSCTSF or TSN AF use PMIC to configure the values for the PTP ports in NW-TT.
-	TSCTSF or TSN AF use the "Time synchronization information for each DS-TT port" element in UMIC to configure the values for PTP ports in DS-TT(s) if NW-TT acts as GM on behalf of those DS-TTs.
-	TSCTSF or TSN AF use PMIC to configure the values for the PTP ports in DS-TT if the DS-TT is capable of acting as a GM.
When the NW-TT generates the (g)PTP Sync messages on behalf of the DS-TT, the NW-TT uses the values in the element "Time synchronization information for each DS-TT port" in UMIC to determine the Sync interval for the PTP ports the respective DS-TT. When DS-TT generates the (g)PTP Sync messages, the DS-TT uses the values in PMIC to determine the Sync interval for the PTP ports in this DS-TT.
The TSN AF or TSCTSF uses the values in portDS.logAnnounceInterval (for Boundary Clock) or portDS.initialLogAnnounceInterval, portDS.useMgtSettableLogAnnounceInterval and portDS.mgtSettableLogAnnounceInterval (for time-aware systemPTP relay instance) to configure the interval for the Announce messages (per PTP port) as described in IEEE Std 1588 [126] and IEEE Std 802.1AS [104], respectively. The TSCTSF or TSN AF configures those values as follows:
-	TSCTSF or TSN AF use PMIC to configure the values for the PTP ports in NW-TT.
-	TSCTSF or TSN AF use the "Time synchronization information for each DS-TT port" element in UMIC to configure the values for PTP ports in DS-TT(s) if NW-TT acts as GM on behalf of those DS-TTs.
-	TSCTSF or TSN AF use PMIC to configure the values for the PTP ports in DS-TT if the DS-TT is capable of acting as a GM.
When the NW-TT generates the (g)PTP Announce messages on behalf of the DS-TT, the NW-TT uses the values in the element "Time synchronization information for each DS-TT port" in UMIC to determine the Announce interval for the PTP ports the respective DS-TT. When DS-TT generates the (g)PTP Announce messages, the DS-TT uses the values in PMIC to determine the Announce interval for the PTP ports in this DS-TT.

END OF CHANGES
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